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The significance
of significance

By Cathy Carter-Snell, RN MN

Abstract
In this article, the concepts of statistical and clinical
significance are reviewed. Implications of significance levels
for error and power are discussed as well as issues in
interpreting significance.

You find a research article in your nursing journal which deals
with a treatment you would like to implement in your unit.
After reading the article, however, you become discouraged. In
the conclusions section, the authors describe the difference
between the regular and experimental treatment as not
significant. Should you be discouraged? What might explain
this lack of significance?

In order to answer this question, we need to first briefly discuss
probability theory. Health care research has traditionally relied
on probability theory, in which a study is designed with a preset
(apriori) significance level, also known as an alpha level. Once
the research is conducted, a probability is calculated and, if it is
less than the preset level, the study results are considered
statistically significant. This then raises the issue of whether the
results are clinically significant.

We began this research series in a previous article by exploring
the concept of evidence-based practice as an overall clinical
goal. Understanding significance is important to interpreting
research evidence. The purpose of this article is to explore the
concepts of apriori alpha levels and their implications for error
in research studies, followed by a discussion of clinical and
statistical significance.

Understanding significance levels
When a research study is designed, the researcher must first
decide at what point their potential findings will be considered
statistically significant. Statistical significance is achieved
when the probability of obtaining a result is smaller than what
would be anticipated by chance. Statistical testing examines the
variability in a sample and the probability that the results
obtained in the sample population are more than expected from
chance or random variation. Consider the results if you flip a
coin. Although we anticipate a 50% chance of heads or tails, we
know that we never get exactly that with 100 tosses. If we got
42 heads and 58 tails, for instance, measuring statistical
significance would calculate if the difference between the two

is more than we would expect with chance. If it is less likely or
probable, then it is considered statistically significant. A typical
significance (alpha) level chosen as a cut-off for a study would
be 0.05, or chance of finding a difference by error five times out
of 100. If an obtained probability is smaller than 0.05, such as
p=0.023, it would be considered statistically significant.

It should be noted in probability theory that if something is
statistically significant, it does not “prove” there is a difference.
We only know that there is probably a difference.
Unfortunately, if huge samples of research subjects are used it
may also result in falsely positive significant results. This is
why multicentre trials or nationwide surveys only use a portion
of the population, rather than trying to use as many as possible.
If multiple tests are performed on the same data, eventually it
is possible to also have falsely significant results. For this
reason, if more than one statistical test is used, some may
choose more stringent significance levels or use other means to
ensure it will be possible to detect a difference through their
research design. One simple method to control for this risk is
the “Bonferonni split”. In this method, the desired significance
level is divided by the number of tests. If two tests were to be
performed and a significance level of 0.05 was desired, the
actual cut-off would be a probability of less than 0.025 for each
test before it would be considered significant. This is
controversial, however, as some researchers believe you should
just publish the obtained probability and let the reader
determine if it is significant.

Lack of significance does also not prove there is no difference.
It may mean that there is probably not a difference. It could also
mean that there were problems with the research study.
Examples include research tools or methods which were not
sensitive enough to detect a difference, too small a sample size,
or less sensitive statistical tests in relation to the type of data
obtained. In a later article, we will discuss the issue of types of
tests and levels of data. At its simplest, the more precisely an
item is measured, the more sensitive the statistical tests to
noting a difference. If we measure pain control in terms of
“poor”, “adequate”, and “excellent”, this is less sensitive than a
pain scale measured in millimetres or relying on the amount of
sedation equivalents used. Sample size, the variability or
sensitivity of tests to a difference, and the type of test used all
affect the ability of the study to detect a true difference. This is
also known as “power”.
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A lack of significance could also be due to random differences
in group composition. If there is something abnormally
distributed between groups which is unexpected, it could alter
the ability to see a difference. Consider a study in which
groups of abdominal surgery patients were compared for pain
relief and post-operative outcomes, and were randomly
assigned to either patient-controlled analgesia (PCA) or
intramuscular (IM) analgesia groups. It was anticipated there
would be a significant difference in pain relief with the PCA
group compared to the IM group, yet there was not. In
comparing the groups after random assignment, there were
more patients who had received hysterectomies in the PCA
group than the IM group. Most of these were not the newer
laparoscopy type, but the invasive abdominal type. It was
noted that the PCA group had a longer length of post-operative
stay. The invasive nature of the surgery combined with the
psychologic implications of the surgery for the women could
contribute to this difference.

Significance, power and confidence
The choice of a significance level influences the chance for
random errors in a study. If a significance level of 0.05 is
chosen, you are saying that you are willing to accept that five
times out of 100 a positive finding will actually be only due
to chance and not actually exist. This is called Type I error. It
perhaps makes sense to choose a more stringent significance
level such as 0.01 or 0.001. This brings further problems,

however. As you decrease the chance of false positives or
Type I error, you also decrease the probability of being able
to detect a true difference if it exists (the power). This is also
known as “power”. Power of a statistical test is defined as
“the probability that it will yield statistically significant
results”. Essentially, it is likely that a study will be able to
detect a true difference when in fact it exists. It relies on three
factors - the size of the sample, the alpha level set, and the
type of statistical test being used. A more stringent
significance level may greatly decrease power and yield a
non-significant result. One way this is counteracted is to
increase the number of subjects in the study. Many
researchers estimate their sample size for a study based on
power for given tests. Unfortunately, if subjects are lost from
studies or the estimated effects are not as large as anticipated,
the obtained power of a test at the end of the study is often
very low.

In one study of nursing research articles published in the late
1980s and early 1990, it was shown that most nursing
studies had low power particularly due to small sample
sizes. This is a reality in clinical studies with only small
groups of patients available to us. The lack of adequate
samples is changing slowly over time as nurse researchers
begin to share or access large datasets such as Statistics
Canada data or other researchers’ data, to participate in
multicentre trials, and to conduct studies of data across
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studies. This aggregation of data is known by a few terms,
most commonly meta-analyses for quantitative data and
meta-synthesis for qualitative data. These concepts will also
be explored in a later paper.

Given the impact of statistical significance on power, we need
to consider the impact of the results and the risks involved in
order to choose a significance level. If there is a high risk if
there is a false positive, such as a potentially toxic
medication, a more stringent significance level would
generally be desired. In order to have a reasonable chance of
finding a difference, a power level of at least 0.80 is desired.
This is an 80% chance of finding a difference if it does really
exist. The more stringent level will increase the sample size
greatly, which helps explain why so many drug companies
have moved to multicentre trials. On the other hand, in a study
of pain relief with one well-accepted treatment compared to
another common treatment, a less stringent level may be
chosen and fewer patients will be required to conduct the
study.

Clinical significance
Tests relying on statistical significance have been criticized in
many areas, as they may miss clinical significance. Clinical
significance is present if the findings are meaningful clinically.
Consider the results of the PCA and IM study again. The IM
patients remained an average of 5.32 days in hospital compared
to an average of 5.9 days, or 11 hours longer, in the PCA group.
While not statistically significant with a two-tailed alpha level
of 0.05, it was potentially clinically significant. An additional
11 hours could mean another full day’s stay in hospital,
incurring more costs. This is supported by an increased delay in
the time to first ambulation in the PCA group which again was
not statistically significant, but could have contributed to the
longer length of stay.

Interpreting significance
Reports of research studies generally include statements of
probability and may or may not include a discussion of the
“cut-off” alpha level selected by the researcher. Study
conclusions and tables usually focus on the presence or
absence of statistical significance. This is also a source of
controversy in the research world. Some argue that, rather than
choosing an arbitrary “cut-off” level, we should be seeking the
probable range in which the true value lies by reporting a range
of values in which we are confident that the true value likely
exists. This is known as a “confidence interval”. The standard
used is a 95% confidence interval, which means a range of
values in which we are 95% confident that the true value lies.
The width of this interval varies with the amount of
measurement error in the study. Yet another approach used by
researchers is to simply report the probability obtained and let
readers determine for themselves whether it is significant in
their eyes.

We generally discourage implementing findings from one
study with significant results. It is recommended you look
for other supporting studies. There is a note of caution,
however. Finding a number of studies with similar results

may not always increase certainty about the findings, or
give a true picture of the issue. There have been publishing
biases noted in some instances. Many research journals
tend not to publish studies with non-significant findings, or
only publish those which the peer reviewers favour. This
does not give a fair representation of the variability of
results. An additional problem in publishing is that some
researchers publish the results of the same studies in two or
more journals, giving the impression that there are more
articles favouring the results. You will have to read
carefully and look closely at the authorship to detect this
problem.

Conclusion
Now let’s go back to that non-significant study you were
looking at in the beginning. You will have to ask yourself if
there were factors in your experience which would have
interfered with their ability to detect a difference such as
inappropriate methods or a poor question. Was their sample
size reasonably large, such as at least 20 to 40 subjects per
study group? Is there a power level reported with the completed
data which is acceptable, or a 95% confidence interval used?
Was the cut-off level unreasonable given the risk with the study
so that power was unreasonably affected? You may also want to
see if there were other similar studies in which results were also
non-significant. You will also want to consider the clinical
significance of the findings. If there is truly no statistically
significant difference in treatments, can you then choose the
one which is most comfortable for patients or least expensive?
If it was statistically significant, will it make an important
impact on your practice, or is it only a numerical exercise?
While numbers may help, only you can determine the
significance of significance in your setting.
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